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Thank you, Chairman Comer, Ranking Member Raskin, and Members of the Committee, for the opportunity to speak with you here today.

In nearly 8 years at Twitter, I worked in and led a division called Trust & Safety. Trust & Safety’s core duty is content moderation: Labeling or removing Tweets that violate Twitter’s terms of service, and suspending or banning users who repeatedly break the rules. This work is sometimes dismissed merely as censorship — but it represents a key way that Twitter and other companies live up to their responsibility to keep the users of their products safe.

Much of this work is uncontroversial and obviously good: For example, taking down accounts that engage in child sexual exploitation or promote terrorism. Although this content represents a tiny fraction of the overall volume of conversation on social media, the dangers it poses means platforms like Twitter have a responsibility to find it and remove it promptly. The scale of this work is considerable: In the second half of 2021, Twitter removed over 33,000 accounts for promoting terrorism or violent extremism, more than 100,000 for promoting the sale of illegal goods and services, and nearly 600,000 for engaging in child sexual exploitation.¹

If all trust and safety work was just about universally abhorrent content, there would be no controversy. We would all agree that content moderation is unambiguously good. The gray area of this work is when trust and safety teams have to make decisions about so-called “lawful but awful” material: Content that may be legal in many jurisdictions, but isn’t something most people would want to see or experience.² Think of things like posting someone else’s home address without their permission; or sharing graphic videos of animal abuse; or bullying someone for a disability or for how they look.

A free-speech absolutist might say, “Yes, that kind of content is unpleasant, but it’s not against the law. What right do you have to remove it?” The answer is that, as businesses, social media platforms must be appealing to their own users, if they hope to survive. Consistently, in its own research, Twitter found that users were unhappy with the platform’s approach to content moderation — and that this dissatisfaction drove away both users and advertisers. In other studies, we found that some portions of Twitter’s user base stopped using Twitter for the opposite reason: Because they felt Twitter was too overbearing and censored too much. In short, the company had to look for a middle ground solution that would appeal to both sides of this spectrum, while still addressing the very real harms that can come from social media.

A key harm we talked a lot about on the Trust & Safety team was chilling effects: The idea that one person’s unrestricted freedom of speech could have the consequence of stifling someone else’s — the proverbial “Heckler’s Veto” of First Amendment law. Again and again, we saw the “lawful but awful” speech of a small number of abusive users drive away countless others. Unrestricted free speech, paradoxically, results in less speech, not more. Trust & Safety’s job is to try to find a balance between one person’s free speech, and the impacts of their free speech on the ability of others to participate. Getting this right is difficult, but essential to the success of a platform like Twitter.

But the importance of trust and safety work goes far beyond whether or not Twitter succeeds as a private business. There are broader national security implications for this work, too. In 2016, we saw significant interference in an American election by the Russian government, through social media platforms such as Twitter. I led the team at Twitter that uncovered that interference. I still remember the rage I felt when I saw accounts with names like “Pamela Moore” and “Crystal Johnson” — accounts purporting to be real Americans, from Wisconsin and New York, but with phone numbers tracing back to St. Petersburg, Russia. These accounts were operated by agents of a foreign government, and their mission was to stoke culture war issues on social media to try
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to further divide Americans. My team and I exposed and banned hundreds of thousands of these accounts, from Russia, but also from Iran, China, and beyond.

And the kinds of attacks that we saw go far beyond fake Americans with Russian phone numbers. The actors targeting American elections are well-funded and increasingly sophisticated, and have continuously gotten better at covering their tracks. In 2016, Russian military intelligence carried out a sophisticated hack and leak campaign targeting the US elections; the details of it weren’t declassified until long after election day, after the damage had been done. As Congress investigated what happened, a clear finding was that tech platforms and law enforcement had failed to appropriately work together to address these threats. Twitter, and other companies, were widely — and I think rightfully — criticized for their inaction. We were told in no uncertain terms, by the public and by Congress, that we had a responsibility to do a better job protecting future elections.

In an effort to get ahead of these kinds of threats, Twitter and other tech companies worked to build closer information-sharing relationships with law enforcement such as the FBI. In the recent reporting known as the Twitter Files, there was an attempt to portray interactions between Twitter and other social media platforms and the FBI as politically driven interference. My experience of these interactions was different. Across the FBI, DHS, and other agencies, the professionals responsible for combating malign foreign interference in elections did so with integrity, and the utmost care and respect for the laws of this country — including the First Amendment.

Which brings us to Hunter Biden’s laptop and the New York Post. In 2020, the Trust & Safety team noticed activity related to the laptop popping up on Twitter, and that activity, at first glance, bore a lot of similarities to the 2016 Russian hack and leak operation. Twitter had to decide what to do. The only information we had to go on to make this decision was what had been publicly
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reported. And in that moment, with limited information, Twitter made a mistake: Under the Distribution of Hacked Material Policy\textsuperscript{14}, the company decided to require the New York Post to delete several Tweets linking to stories about the laptop, and prevent links to those stories from being shared across the service. This policy was not meant to be a tool to censor news: It was written to prohibit hacking groups from using Twitter to launder stolen documents — the same activity the Russian government had engaged in in 2016. And in this instance, the company’s initial assessment was that the activity bore enough similarities to the 2016 hack and leak that it warranted enforcement.

I’ve been clear that, in my judgment at the time, Twitter should not have taken action to block the New York Post’s reporting. I recommended to Twitter leadership that we take a milder step while we tried to learn more: My recommendation was that we prevent the articles from being actively recommended or amplified by Twitter’s algorithms, rather than blocking them altogether. However, in an effort to be consistent with the specifics of the Hacked Materials Policy, which didn’t provide for the milder step I recommended, Twitter decided to follow a strict interpretation of the policy, and removed the New York Post’s Tweets. Just 24 hours after doing so, the company acknowledged its error\textsuperscript{15}, and ultimately changed its policies as a result.\textsuperscript{16}

But this isn’t a case where I was right, and others were wrong: The decisions here aren’t straightforward, and hindsight is 20/20. It isn’t obvious what the right response is to a suspected, but not confirmed, cyberattack by another government on a presidential election. Twitter erred in this case because we wanted to avoid repeating the mistakes of 2016.

And so the basic job of trust and safety remains to try to strike this balance: Between the harms of restricting too much speech, and the dangers of doing too little. Some of the decisions we had to make, like taking down images of animal abuse, were obvious; others, like how to address various forms of misinformation about COVID, are less clear. But someone has to make a call. Companies like Twitter — teams like mine — have to exercise judgment about where to draw the line on this content and implement that judgment consistently at the scale of hundreds of millions of unique posts per day.

I’ll be the first to admit that we didn’t always get it right. Individual content moderation decisions will always be contentious, and reasonable minds can differ about whether a specific choice was right or wrong. I’m sure we’ll talk about some of those choices here today. But what


we tried to do at Twitter — across every decision — was to create a rules-based system of governance that would make clear what’s allowed, or not, on Twitter, and why.

Transparency is at the heart of this work, and it’s where I think Twitter — and all of social media — can and must do better.

Trust is built on understanding — and right now, the vast majority of people don’t understand how or why content moderation decisions are made. Much of the knowledge about how platforms like Twitter make decisions is known only to the tiny number of people working at the companies themselves. This is particularly problematic for key decisions, like those impacting elections, where a company’s actions are of immense public concern to millions of voters.

During my tenure at Twitter, we started down a path of increased transparency by beginning to pull back the curtains on these decisions. In 2018, we took the unprecedented step of publishing comprehensive archives of Russian election interference during and after the 2016 elections. We released similar data about dozens of other campaigns, spanning hundreds of millions of Tweets and terabytes of media, unearthing government-backed troll farms around the world. Through newer programs like the Twitter Moderation Research Consortium, we aimed to expand this even further, sharing data about key policy decisions in areas like misinformation with hundreds of researchers. I’m concerned by recent reports that suggest this program has been canceled, with no staff left at Twitter to oversee it.

Twitter’s relationship with government employees would benefit from similar levels of transparency. While the Twitter Files show a lot of discussions between Twitter employees and political staff on both sides of the aisle, some key context is missing: We were careful to keep the teams involved in those interactions cordoned off from the implementation of our rules. Twitter’s government relations staff — the people you see in the Twitter Files answering emails from campaign staff and members of Congress — did not have any kind of decision-making authority over policy enforcement. But how would anyone know that, especially when other big
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companies blur the lines between these functions? Twitter set up its teams to promote impartiality; but in the absence of transparency, people reasonably assume that there’s opportunity for abuse.

Legislation and regulation can help here. The bipartisan Platform Accountability and Transparency and Digital Services Oversight and Safety Acts, for example, would require platforms to provide data to independent researchers, and empower the FTC to compel them to do so. And, Chairman Comer, your proposal in the Protecting Speech from Government Interference Act to restrict how government employees may pressure social media companies to moderate content would be an important step forward in establishing clear boundaries between government and the private sector. Understanding what platforms are doing and why — and what the influences on them are — is the cornerstone of reestablishing public trust in social media.

It is often said that humor can be an effective antidote to stress. On some of the more challenging days, I’ve joked that, in trust and safety, there are no good options; just a bunch of bad ones, and your job is to try to pick what the least bad one is. While I was Head of Trust & Safety at Twitter, I strove to do this work with impartiality and a commitment to the fair enforcement of Twitter’s written rules. Each day at Twitter, my team and I worked to build trust with the platform’s millions of users around the world: By proactively addressing the harms that can come from social media; and by doing that work in a principled, consistent, and transparent way. But whether it’s me, or Elon Musk, or another future policymaker, someone will have to make choices about the governance of online spaces. Those decisions shouldn’t be made behind closed doors, or based on personal whims. I hope that we can work together to find ways to bring greater trust and transparency to social media, and I look forward to answering the Committee’s questions about any of these topics to the best of my ability.
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