Overview

While deepfake audio and video technologies can open opportunities for creativity and education, they also expand opportunities for harms disproportionately borne by women, communities of color, and religious minorities. These challenges only grow as deepfake technology becomes more advanced and accessible.

The vast majority of deepfake videos are deepfake pornography featuring women rather than men, and these videos are often weaponized to intimidate and silence women. Deepfake technology is fueling online gendered and racial harassment, which studies show causes real harms—including anxiety, depression, isolation, and reduced academic performance. Deepfake technology is driving racial distrust—such as falsely attributing racially-insensitive comments to political candidates, and has the potential to diminish the credibility of authentic video showing misconduct by officials. Deepfake technology can also enhance attempts by Russian officials to impersonate Americans and interfere in U.S. elections. Unfortunately, even technologies developed to detect deepfakes that could prevent some of these harms are less effective in identifying synthetic videos featuring people of color.

---

*Exchanges with K.J. Bagchi, Danielle Keats Citron, and Maya Wiley helped develop the ideas in this written testimony. Eleonora Viotto provided invaluable research assistance.
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I. Abusive Deepfakes Silence Political Participation by Women

Nina Jankowicz is a 34-year old researcher who specializes in state-sponsored disinformation and online gendered abuse. After being appointed as executive director of the U.S. Department of Homeland Security’s Disinformation Governance Board in April 2021, online activists erroneously attacked Jankowicz as a free speech censor, published her contact information, and threatened her with rape and death. Security experts advised Jankowicz and her husband to relocate, which was not feasible because she was nine-months pregnant at the time.

About a year later the Biden Administration dissolved the board and Jankowicz resigned, and thereafter she discovered she was the subject of at least three artificially-generated videos that appear to show Jankowicz engaging in sex acts. As Jankowicz wrote about the deepfake videos:

Although they may provide cheap thrills for the viewer, their deeper purpose is to humiliate, shame, and objectify women, especially women who have the temerity to speak out. I am somewhat inured to this abuse, after researching and writing about it for years. But for other women, especially those in more conservative or patriarchal environments, appearing in a deepfake-porn video could be profoundly stigmatizing, even career- or life-threatening. . . . Users can also easily find deepfake-porn videos of the singer Taylor Swift, the actress Emma Watson, and the former Fox News host Megyn Kelly; Democratic officials such as Kamala Harris, Nancy Pelosi, and Alexandria Ocasio-Cortez; the Republicans Nikki Haley and Elise Stefanik; and countless other prominent women. By simply existing as women in public life, we have all become targets, stripped of our accomplishments, our intellect, and our activism and reduced to sex objects for the pleasure of millions of anonymous eyes.

The use of deepfakes to intimidate women is not limited to the United States. After investigative reporter Rana Ayyub criticized Prime Minister Narendra Modi in a BBC broadcast, a source in the Modi government instructed Ayyub to check her text messages. She saw a deepfake sex video with her face, which would eventually be shared over 40,000 times in group text messages and on social media sites. Her home address and cell phone were posted online, and she was swamped with rape and death threats and inquiries about her rates for sex. Ayyub stopped writing and suffered heart palpitations and anxiety, and has since been unable to publish in India’s news outlets.
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In the United States, a study of online harassment of candidates during the 2020 congressional election (including threats of violence, non-consensual image/video sharing, and doxxing) found that women of color were more likely to be the target of “sexist abuse (as compared to white women), racist abuse (as compared to men of color), and violent abuse (four times more than white candidates and two times more than men of color).”

Deepfake porn is not simply obscenity that “hurt[s] the women’s feelings,” but is an anti-democratic form of harassment designed to undermine public confidence in women as leaders and legitimate participants in public policy debates. Online abuse silences victims and chills participation in democracy by women around the globe.

II. Most Deepfakes are Pornography Featuring Women

Broadly, deepfake pornography featuring women accounts for the vast majority of deepfake videos, and the volume is quickly rising. Deepfake pornography accounts for 98% of deepfake videos online, and 99% of all deepfake porn features women while only 1% features men. The total number of deepfake porn videos produced in 2023 increased 464% from 2022 (to 21,019 from 3,725), and in 2023 the monthly traffic of the leading ten dedicated deepfake porn websites reached over 34 million. The U.S. accounts for 20% of the world’s deepfake pornography, trailing only South Korea (which accounts for 53%).

When asked about their reaction if someone close to them became a victim of deepfake porn, 73% of American males surveyed expressed a desire to report the incident to authorities and 68% indicated they would feel shocked and outraged by the violation of privacy.
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Victims of online harassment stop using their phones, social media accounts, and withdraw from digital engagement. A 2019 study found that politically-active women sent fewer tweets after online attacks. “[Y]ounger women are most likely to self-censor to avoid potential online harassment: 41% of women ages 15 to 29 self-censor, compared with 33% of men of the same age group and 24% of internet users ages 30 and older (men and women).” A study of 14,000 girls from 31 countries found that 19 percent of girls harassed frequently online said they use social media platforms less and 12 percent said that they stopped using them altogether. Cyber harassment causes various other harms, including anxiety and depression, challenges maintaining employment and finding new jobs, and challenges developing personal relationships.

III. Racial Harassment Deepfakes

Easy access to deepfake technology is also fueling racial harassment. For example, in early February 2023 in Putnam County, New York – about 60 miles north of New York City – students made and circulated a deepfake video of a local middle school principal saying Black students should be sent back to Africa, calling them monkeys and the n-word, and ending with “I am bringing my machine gun to school.” Other similar videos used racist slurs against Black and Latino students, said the “KKK legacy will return,” and showed an animated version of the middle school where a shooter fires at Black and Latino students. While school district officials disciplined the high school students who created the videos, the sheriff’s office found they had not committed any crimes.

Putnam County Afro-Latina parent Abigail Santana said her 10-year-old always used to be excited about attending school. After seeing the threatening deepfakes on TikTok, however, she started
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receiving texts from her child like “I just want to go home. I feel nervous and anxious. Please, could someone pick me up?”

While online harassment generally can cause “anxiety, depression, sadness, anger, fear, shame, embarrassment, isolation, low self-esteem, paranoia, stomach aches, panic attacks, post-traumatic stress disorder (PTSD), self-harming behavior, and heart palpitations,” certain populations experience particular challenges. One study found that exposure to online racial discrimination increased depression and anxiety and reduced confidence in academic abilities among Black and Latino adolescents. The 2022 ADL Online Hate and Harassment survey found that among Black Americans who had experienced online harassment or were worried about future harassment, 22% had trouble sleeping, concentrating, or felt anxious. When someone is targeted for harassment online, they are more likely to self-censor and withdraw from freely expressing themselves on the platform. Bystanders and onlookers are also more likely to self-censor to avoid being targeted themselves.

Black and Latino people are more likely to be harassed online because of their race than white people. A 2021 Pew report found, for example, that 54% of Black respondents and 47% of Latino respondents stated they experienced online harassment because of their race or ethnicity, compared to 17% of white respondents.

A 2023 ADL report found that an AI synthetic speech start up realized that individuals were using the tool to create deepfake audio of celebrities saying hateful rhetoric, such as a character from the video game Halo sharing “graphic instructions for murdering Jewish people and Black people, such as ‘toss kikes into active volcanoes’ and ‘grind n**** fetuses in the garbage disposal.’” The report also revealed a deepfake video of actress Emma Watson reading Adolf Hitler’s book
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Mein Kampf, and another deepfake video of former Disinformation Governance Board Executive Director Nina Jankowicz saying “the word disinformation was made up by Jews to define any information that Jews don’t like” and describing Jews as a “scourge of evil.” Another deepfake video purporting to come from Planned Parenthood denounces “race mixing” and “urges white women to abort biracial fetuses.”

IV. Deepfakes Fuel Racial Distrust

Moving forward, deepfakes have the potential to tap into our confirmation biases and fuel social unrest and even violence, particularly “where distrust of certain individuals or communities already exists.” For example, it is not difficult to imagine deepfake videos of Black activists committing crimes or calling for violence against the police, or white police officers shooting an unarmed Black person while uttering racial slurs.

Such tactics are already occurring. On the eve of Chicago’s mayoral election in February 2023, a tweet from an account called Chicago Lakefront News distributed a likely deepfake video showing moderate “tough-on-crime” mayoral candidate Paul Vallas purportedly saying “‘In my day’ a police officer could kill as many as 17-18 civilians and ‘no one would bat an eye.’” Although the Chicago Lakefront News account was deleted the following day, the tweet was shared by thousands and Vallas lost the election to progressive candidate Brandon Johnson.

Similarly, the pervasiveness of deepfakes could undermine truth and justice by casting doubt on actual video. For example, recent bystander videos of police killings of people like George Floyd have resulted in convictions and calls for policy reform. If these authentic videos are suddenly denounced as deepfakes, the voices of many within marginalized communities are undermined. As Riana Pfefferkorn explains:

---

28 Id.
29 Id.
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If deepfakes cause society to move away from the current ‘seeing is believing’ paradigm for video footage, that shift may negatively impact individuals whose stories society is already less likely to believe. The proliferation of video recording technology has fueled a reckoning with police violence in the United States, recorded by bystanders and body-cameras. But in a world of pervasive, compelling deepfakes, the burden of proof to verify authenticity of videos may shift onto the videographer, a development that would further undermine attempts to seek justice for police violence.34

V. Deepfakes Facilitate Foreign Interference and Voter Suppression in U.S. Elections

In recent U.S. elections, foreign governments and domestic bad actors have targeted communities of color with lower-tech disinformation and voter suppression campaigns.35 Deepfake video technology will only make these problems worse.

Digital blackface—online racial impersonation of Black people—is popular in part because of its effectiveness in spreading confusion and discrediting authentic movements. According to one study, presenting as a Black activist is the “most effective predictor of disinformation engagement by far.”36

For example, on Election Day 2016, the operators of the Williams & Kalvin Facebook page — ostensibly two Black men from Atlanta who ran a popular Facebook page focused on Black media and culture — paid for and posted a Facebook ad targeted at Black users. The ad proclaimed: “We don’t have any other choice this time but to boycott the election. This time we choose between two racists. No one represents Black people. Don’t go to vote.”37

After the November 2016 election, an investigation revealed that the Williams & Kalvin Facebook account was fake and was set up and operated by the Russian Internet Research Agency (the

34 Riana Pfefferkorn, The Threat Posed by Deepfakes to Marginalized Communities, BROOKINGS, Apr. 21, 2021. Pfefferkorn also explains that if video verification technology is developed to authenticate that video is not synthetic but is not included in more affordable smartphones disproportionately used by many people of color, video taken with such smartphones may still be discounted as unreliable and prevent a judicial accountability for unwarranted police violence.

35 AI and the Future of Our Elections, Hearing Before S. Committee on Rules and Administration, 118th Cong. (Sept. 27, 2023) (Testimony of Maya Wiley, President and CEO, The Leadership Conference on Civil and Human Rights) (“Disinformation, sometimes driven intentionally by foreign governments in our election cycles, often targets Black and Latino communities and poses significant risks to our society.”); Christine Fernando, Election Disinformation Targeted Voters of Color in 2020, Experts Expect 2024 to be Worse, ASSOCIATED PRESS, July 29, 2023.

36 See also Deen Freelon, et al., Black Trolls Matter: Racial and Ideological Asymmetries in Social Media Disinformation, 40 SOCIAL SCIENCE COMPUTER REV. 560 (2022) (using a computational analysis of 5.2 million tweets by the Russian government-funded “troll farm” known as the Internet Research Agency and separating Black-presenting accounts from non-Black liberal accounts to find that presenting as a Black activist to “be the most effective predictor of disinformation engagement by far.”).

“Russian Agency”). While African Americans make up just 12.7% of the U.S. population, 37.04% of the unique Facebook pages believed to be created by the Russian Agency were focused on Black audiences, and Black audiences accounted for over 38% of the ads purchased by the Russian Agency, 46.96% of the user impressions, and 49.84% of the user clicks. Although federal law prohibits foreign nationals from spending any money in connection with U.S. elections, the Russian Agency paid Facebook 1,350,489 rubles (about $20,257) for 1,087 different ads for two Black audience segments. The ad campaign resulted in 15,815,597 user impressions (users seeing the ad) and 1,563,584 user clicks (users engaging with the ad).

Russian spending on disinformation targeted at Black voters in the U.S. continued in the 2020 election cycle. Facebook and Twitter acknowledged that they removed a network of Russian-backed accounts that originated in Ghana and Nigeria that posed as being operated by people in the United States (e.g., California, Florida, Louisiana, New York, New Jersey, North Carolina). The accounts attempted to build an audience with Black Americans with posts focusing on Black history, Black excellence, and “content about oppression and injustice, including police
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brutality.”43 On June 18, 2020, the head of security policy at Facebook testified before Congress that the company disabled 1.7 billion fake accounts between January and March 2020 and had taken down “18 coordinated networks seeking to manipulate public debate, including three networks originating from Russia, two from Iran and two based here in the United States.”44 The Department of Homeland Security emphasized that Russian proxy websites “highlighted reduced in-person polling places in large cities due to the pandemic and the long lines this caused, claiming this would disproportionately suppress voting among African-Americans and expose them to the spread of COVID-19.”45

In an analysis of 31 posts linked to the Russian Internet Research Agency from late 2019, University of Wisconsin professor Young Mie Kim found that the Russians were impersonating Americans46 and were targeting “both sides of the ideological spectrum to sow division.”47 The Russian Agency’s social media campaigns “exploit sharp political divisions already existing in our society” and “often create an ‘us vs. them’ discourse, feeding fear to activate or demobilize those who consider an issue personally important.”48 Professor Kim found that the Russian Agency’s posts focused on “racial identity/conflicts, anti-immigration (especially anti-Muslim), nationalism/patriotism, sectarianism, and gun rights.”49

Racial impersonation goes beyond elections. From 2016 to about 2019, a group of domestic non-Black extremists infiltrated a debate within the Black community about #Blaxit (Black people’s exit), and set up fake accounts pretending to be Black users.50 The extremists distributed memes branded in yellow and black designed to mimic Black Lives Matter, created an official Blaxit logo, and took other steps “to create the impression of an emergent movement of African repatriation by a group of Black Americans.”51 As one participant indicated, “[t]his is like catfishing an entire race.”52

Rather than simply rely on social media account still photos and posts written in ethnic vernacular to impersonate people of color, user-friendly and affordable deepfake technology will allow both foreign governments and domestic bad actors to create realistic-looking synthetic videos of people of color. These nefarious actors will be able to more effectively target communities of color with

43 See Clarissa Ward, et. al, Russian election meddling is back -- via Ghana and Nigeria -- and in your feeds, CNN (Apr. 11, 2020); Tony Romm and Craig Timberg, Facebook, Twitter Suspend Russian-linked Operation Targeting African Americans on Social Media, Wash. Post (March 12, 2020); Taylor Hatmaker, Russian Trolls Are Outsourcing to Africa to Stoke U.S. Racial Tensions, TECH CRUNCH (Mar. 12, 2020).
44 Online Foreign Influence Operations, Hearing Before the U.S. House Intelligence Committee (June 18, 2020) (Testimony of Nathaniel Gleicher, the head of security policy at Facebook).
45 Id.
46 Young Mie Kim, New Evidence Shows How Russia’s Election Interference Has Gotten More Brazen, BRENNAN CENTER (March 5, 2020) (“The IRA . . . mimicked existing names similar to domestic political, grassroots, and community groups, as well as the candidates themselves. . . For example, the IRA mimicked the official account of the Bernie Sanders campaign, “bernie2020,” by using similar names like “bernie.2020___”).
47 Id. (“The IRA targets both sides of the ideological spectrum to sow division. This strategy is unique to Russian election campaigns, making it different than conventional persuasion-oriented propaganda or other foreign countries’ election interference strategies.”)
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racialized disinformation messages to deter voting and fuel racial divisions.\textsuperscript{53} Deepfake videos that target non-English speakers with disinformation likely will be particularly difficult for platforms to detect and remove.\textsuperscript{54}

\textbf{VI. Bias in Deepfake Detection Systems}

While technologies are being developed to detect deepfakes, initial studies have demonstrated that many of these systems are more accurate in detecting deepfakes featuring whites than people of color.

One study of three popular deepfake detectors by researchers at the University of Southern California found up to a 10.7\% difference in error rate depending on gender and race.\textsuperscript{55} “In a real-world scenario, facial profiles of female Asian or female African are 1.5 to 3 times more likely to be mistakenly labeled as fake than profiles of the male Caucasian….For large scale commercial applications, this would indicate bias against millions of people.”\textsuperscript{56} The detectors had the highest error rates on videos with darker Black faces, particularly Black males.\textsuperscript{57} Many of the detection tools have higher error rates with people of color because they are not trained on datasets that include a sufficiently robust number of images of people of color.\textsuperscript{58} The authors emphasize the importance of representative datasets and auditing for increased transparency and accountability.\textsuperscript{59}

\textsuperscript{53} \textit{Race, Media and Technology}, Shorenstein Ctr. on Media, Pols. and Pub. Pol’y, HARVARD KENNEDY SCHOOL (last visited Jul. 17, 2023) (“A term coined by Joan Donovan and Brandi Collins-Dexter, racialized disinformation refers to media manipulation campaigns that employ the strategic use of falsified racial or ethnic identities, and focus on race as a political wedge issue.”).


\textsuperscript{55} Loc Trinh & Yan Liu, \textit{An Examination of Fairness of AI Models for Deepfake Detection}, ARXIV, May 2, 2021, at 2 (“Using facial datasets balanced by gender and race, we find that classifiers designed to detect deepfakes have large predictive disparities across racial groups, with up to 10.7\% difference in error rate.”). See Kyle Wiggers, \textit{Deepfake detectors and datasets exhibit racial and gender bias}, USC study shows, VENTUREBEAT, May 6, 2021. See also Patrick Hall & Andrew Burt, \textit{Do Deepfakes Discriminate? Auditing a Deepfake Detection System for Systemic Bias}, PHILADELPHIA FEDERAL RESERVE, Oct. 27, 2022 (showing that for every 1000 deepfakes detected with White faces, one expects 694 deepfakes with South Asian faces and 821 deepfakes with Black faces to be detected).

\textsuperscript{56} Loc Trinh & Yan Liu, \textit{An Examination of Fairness of AI Models for Deepfake Detection}, ARXIV, May 2, 2021, at 4-5.

\textsuperscript{57} Id., at 3 (“All detectors trained with [Blended Image datasets] perform worst on darker faces from the African subgroup, especially male African faces (3.5 - 6.7\% difference in error rate”).

\textsuperscript{58} \textit{Bias in Facial Recognition is Handicapping Deepfake Detection}, BIOMETRIC UPDATE.COM, May 17, 2021 (“Harmful bias has been found in deepfake datasets and detection models by researchers from the University of Southern California. A commonly used dataset is “overwhelmingly” dominated by white subjects — particularly white females. The result of this skew is that deepfake detectors are less able to spot fraudulent images and video of people of color.”).

\textsuperscript{59} Loc Trinh & Yan Liu, \textit{An Examination of Fairness of AI Models for Deepfake Detection}, ARXIV, May 2, 2021, at 6-7 (“We found large disparities in predictive performances across races, as well as large representation bias in widely used FaceForensics+++. . . . Our work echoes the importance of benchmark representation and intersectional auditing for increased demographic transparency and accountability in AI systems.”).
Conclusion

As deepfake technology becomes more ubiquitous in our nation the challenges that accompany deepfakes become more common, women, people of color, and religious minorities bear particular burdens. Not only do these populations disproportionately bear the costs of deepfake technology, but the tools emerging to detect and mitigate the harms of deepfake technology are less effective in protecting people of color. Members of Congress should come together on a bipartisan basis to understand the most significant emerging threats, determine the most constructive role of the federal government in preventing those threats, and take action to protect all Americans from the harms of deepfake technology.